PROJECT TITLE:  Predictive and Dynamic Interpretation of C4I Information – Force Projection (PREDICI-FP)
RECOMMENDED TYPE PROJECT:  Type: Model Improvement/Advanced Simulations Category:  Interoperability between M&S and C4I systems.  This project will address interoperability between advanced modeling and simulation environments and C4I systems.  Specifically, it seeks to use data from C4I systems to build logistics models that can drive advanced simulations that will enable predictive analysis of logistical requirements for projection and redeployment of both combat and support forces.   
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FOCUS AREA COLLABORATIVE TEAM (FACT) ORIENTATION: This proposal supports the FY05 theme of “Merging Modeling and Simulation with Battle Command”  by addressing the Logistics FACT Focus Area “Deploying the Force,” “Providing RSOI,” and FOC-02-04 “Deployment Planning and Execution Tools.”

OBJECTIVE OF PROJECT:  The objective of this project is to deliver a working prototype that will provide predictive analysis for projection, sustainment and logistics operations needed to support rapid force application envisioned for future forces.   This prototype will receive deployment plans from existing C4I systems and virtually test and rehearse them prior to execution.  The prototype also supports reception, staging, onward movement and integration (RSOI) operations and redeployment.  The prototype leverages an emerging advanced resource contention process simulation technology called the Virtual Installation.  The Virtual Installation, developed under the Fort Future Science and Technology Objective (FF-STO), is able to model and simulate deployment, RSOI, and redeployment processes anywhere in the world if provided appropriate data.  This project intends to link the Virtual Installation with a C4I system (such as the Global Command and Control System-Army (GCCS-A)) and standard deployment databases (such as the Transportation Coordinators’ Automated Information for Movement System II or TCAIMS II) and other advanced deployment modeling and simulation tools such as ICODES.  When linked, these systems will provide the ability to perform continuous analysis (via modeling and simulation) to predict failure points before that actually occur.  Once identified, appropriate actions to eliminate or mitigate the failure can be taken.  
To establish this interoperability environment requires an advanced integration framework such as the USACE Common Delivery Framework (CDF) architecture.  CDF is a common computing and data framework for science and engineering.  It provides a basis for interoperability to support connectivity between systems and data operating across disparate heterogeneous environments. This includes standards to connect distributed data sources, high performance computers, terabyte storage devices, commercial GISs, numerical modeling environments, web portals, etc.  CDF is a Service Based Architecture (SBA) that supports the common technical standards used in the DoD Global Information Grid (GIG). Furthermore, interoperability is improved through the use of advanced data compression techniques that increase the flow of information among collaborative systems.

TECHNICAL APPROACH:  The goal of merging modeling and simulation with Battle Command presents several technical challenges.  There is an impedance mismatch between system types that model physics or time-based phenomena, command and control systems that either communicate real-time information, and planning tools that record and analyze information in databases.  For example, distributed interactive simulations typically exchange entity event information using a multicast format, while planning tools exchange data using direct database access, a data warehouse, or even simple file exchange.  Recently, industry has been moving towards a Net-centric “Service Based Architecture” (SBA) that allows tools and databases to make information, analysis, and simulation available as services on internets or intranets.  Aware of this trend, both ICODES and the Virtual Installation make use of XML input and output data models.  Both systems use data from TC-AIMS II.  In a separate project, ERDC has implemented the USACE CDF SBA, a net-centric system that has been applied for a number of modeling and simulation applications requiring data exchange.

This project will examine data structures used by ICODES, the Fort Future deployment process model, TC-AIMS II, and GCCS-A to develop a draft XML interoperability format.  It will then create a prototype using the USACE CDF to test interoperability between ICODES, Fort Future, and TC-AIMS. It supports M&S reuse by providing a framework and XML data exchange format that any tool can access.

PROJECT FUNDING INFORMATION:  
This project leverages ongoing work on the ICODES, Fort Future STO, and USACE CDF projects.  The specific funding requested is to build the interoperability between systems as described in the proposal.  Other previous and approved future investments will fund system specific advances such as major enhancements to the Fort Future STO funded Virtual Installation.  Additionally, this approach will eliminate the need for future systems to write create their own ad-hoc import and export mechanisms.  
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MILESTONES and DELIVERABLES: 

2Q FY05
Establish End-to-end Deployment Simulation CDF Testbed

4Q FY05
Prototype data exchange.



Draft Interoperability Methodology for deployment entities

EXIT CRITERIA: 
The metrics used to measure success of this project are time and dollars saved to plan, test, and rehearse plans for deployment, RSOI, and redeployment operations.  The criteria that determine project completeness is the when the prototype can receive unit information (brigade-sized) from GCCS-A and determine the time and resources needed to deploy it from a select installation, through RSOI and to a tactical assembly area (TAA).  The value provided to the Army upon completion of the project is it will be able to automatically feed unit data through existing systems to an advanced simulation environment that can test, rehearse, and refine plans to deploy it from a CONUS installation into a TAA.  The warfighter payoff and value added is the time and resource savings required to test, rehearse, and refine rapid force applications.  Precise resource requirements can be determined at the installation, for RSOI and for redeployment enabling planners to input only the required support forces and resources into the force flow as they are required.  Users will be able to predict failure points with sufficient time to avoid or mitigate impacts.  Intended end users of this capability are transportation and logistical planners and operators responsible for getting units from installations to the TAA. 
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